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1. **Introduction**

Conversational information retrieval is the task of information retrieval where users seek information via multi-turn conversations of natural language. The TREC Conversational Assistant Track (TREC CAsT) focuses on this task.

Conversational information retrieval involves two aspects: conversational query reformulation and ad hoc IR retrieval. The former rewrites user's utterance into a query best describing user's information need, based on historical context of the conversation. The latter, traditionally divided into first stage ranking and reranking, involves retrieving documents from a corpus in response to such information need.

We incorporate ideas from past researches to construct one such system in order to participate in TREC CAsT.
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1. **Documentary research**

We used the Google search engine and Google Scholar search engine. As almost all of our sources are scientific papers referenced with standard references (ACM, IEEE) and are available for free on arxiv.org, these search engines proved to be sufficient.

We also relied on sources provided by our encadrant, namely theses on Information Retrieval and Natural Language Processing.

We use search engines to find an initial set of resources on principal aspects of the task and of TREC CAsT.

We then seek further information using two strategies:

* Examine past participants’ contributions within TREC CAsT. The overview of the track contains references to participants’ papers, which prove to be a valuable source of information.
* Investigate recent approaches in the research field using Google Scholar. This gives us access to up-to-date techniques with competitive performances. This method converges with the previous, as a research team behind this line of research participated and achieved the highest result in TREC CAsT 2020.

We then completed our document research with papers referenced by previously retrieved papers that are relevant to the task.
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